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Abstract

As a critical component of Prognostics and Health Management, anomaly detection (AD) is crucial for ensur-
ing the stable operation and safety of nuclear power plants (NPPs). With the rapid development of artificial
intelligence technologies, deep learning has made significant strides in AD. However, research on uncertainty
quantification in deep learning for NPPs remains limited. This paper proposes an Uncertainty-Aware Convo-
lutional Autoencoder (UAC-AE) for unsupervised AD in time-series data from nuclear power plants. This ap-
proach combines the strengths of Convolutional Neural Networks in feature extraction with the uncertainty
estimation offered by Bayesian Neural Networks. The core idea is to introduce the Monte Carlo Dropout-
based variational inference in the autoencoder, which allows for effective reconstruction of the input data
while evaluating both epistemic and aleatoric uncertainty in the reconstruction process. Experimental results
demonstrate that UAC-AE outperforms traditional autoencoder methods in AD, particularly in noisy back-
ground conditions. The model not only improves the accuracy of AD but also provides valuable uncertainty
information. This study highlights the importance and advantages of considering uncertainty in AD, offering
an effective solution to enhance the reliability and safety of actual NPPs.
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